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Motivation

Open source Yes/No
Global 
development

Yes/No

Code reviews Yes/No
Static checkers Yes/No

…

2[1] Turhan, B.  “On  the dataset shift problem in software engineering prediction models”

[2] Zimmerman, T., et al “Cross-project Defect Prediction: A Large Scale Experiment on Data vs. Domain vs. Process”

“What characteristics differ between 
projects used for building predictors?” More data 

Larger models

More deployment

Same challenges?

20 years ago… Today
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Repositories Companies

Data preparation



Experimental setup
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OOD

Test both models on 
unseen samples from 

the target domain



Finetuning of the model performing weight update
We used CodeT5-large with 700M parameters
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Models and methods

[1 ] Hu et al., “Lora: Low-rank adaptation of large language models”

E.g. “Summarize the code snippet.’’

Instruction as above, followed by few demonstration 
examples 
(up to 8)
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Codex
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Results: Performance ID vs OOD

CodeT5

Code summarization Code generation



CodeT5

Multitask learning 
(MTL)

Dual-gen MTL

Meta-learning 
(MaML)

How to improve OOD performance?
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Training

Treat each domain as a task, and train on multiple domains

Multi-task learning for both code summarization and code 
generation

Multi-task learning for both code summarization and code 
generation
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Retrieved
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Retrieved

Random

ID

4/8/32 most 
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from training 
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combine and 
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4/8 most 
similar 
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from training 
data, used as 
demonstra-
tions

DA with retrieval



Results [CodeT5]
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Training does not get rid of  ID vs OOD performance discrepance

IDOOD IDOOD IDOOD

Supervision with retrieved examples is more effective!
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Results [Codex]

Code summarization Code generation

Supervision with retrieved examples is effective with ICL



Findings
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• Splits naturally occurring in software present 
distributional shift challenge

• Domain adaptation can be effective with a very 
small amount of data

• Retrieving examples for supervision is effective in 
combating distribution shift
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