
NS3: Neuro-Symbolic 
Semantic Code Search

Presented by Shushan Arakelyan



Semantic Code Search
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Latent space

Limitations

1. Faithfully capturing details in the queries 

2. Inability to perform multi-step reasoning
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Motivation

Are references to lists present?
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Are references to lists present?

Are iterations over lists present?



1. Capturing long or compositional queries 

2. Inability to perform multi-step reasoning

Limitations of current approaches



Motivation

Are references to lists present?
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Are there comparisons of elements?



Motivation

Are there references to array or list?

Are iterations over lists present?

Are there comparisons of elements?

Are elements swapped to produce sorted result?



Semantic Structure of the Query

“Load all tables from dataset”
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Semantic Structure of the Query

“Load all tables from dataset”

all tables
ARG0

LOAD
VERB
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ARG1/Prep

dataset
ARG1

E(“dataset”)

A(LOAD FROM, E(ARG0), E(ARG1))

E(“all tables”)for discovering entities (N/NP)

for discovering actions (V/VP)

E
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Modules

Entity “dataset”
Tokenized 

code [c1, … cN]

Entity discovery: 

“dataset”

Joint 

representation 

for verb and 

preposition: 

“load from” Tokenized 

code [c1, … cN]

Action:

“Load ??? from dataset”

Scores for 

code tokens:

[e1, e2, ..., eN]IN

OUT
Scores for 

code tokens:

[e1, e2, ..., eN]

Estimate for 

output of 

E(“all tables”)



Results, Pt. 1

Solid improvement over baselines in all 

evaluation setups.



Results, Pt. 2

Improved performance for deeper and wider queries



Results, Pt. 3

In a more sensitive model, the similarity score for query-code pair should drop 

after perturbation of the query, thus leading to lower ratio value.



Results, Pt. 4

End-to-end training leaves us with good semantic relevance scores for the entity 

discovery module
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Modules

Entity “dataset”

Tokenized code 

[c1, … cN]

Sigmoid

Linear

ReLU

Linear

RoBERTa for token 

classification

[e1, e2, ..., eN]

Scores for 

code tokens
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